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Figure 1: Cinemassist is an interactive system that helps users design cinematic compositions for 3D animations by providing
suggestions based on movie genre, intended emotion state, and user-selected key time points. It combines human decision-
making with AI-generated suggestions, allowing users to have creative control while benefiting from AI assistance.

ABSTRACT
Designing cinematic compositions, which involves moving cam-
eras through a scene, is essential yet challenging in filmmaking.
Machinima filmmaking provides a real-time virtual environment
for exploring different compositions, but it still requires significant
cinematography skills and creativity. To address this, we introduce
Cinemassist, a tool that helps users develop camera trajectories in a
3D animation by generating multiple composition proposals for cre-
ative exploration. Preliminary user study indicates that our system
can generate useful design suggestions for experts and novices, and
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facilitate users’ exploration and evaluation during the cinematic
composition design process.

CCS CONCEPTS
• Human-centered computing → Interactive systems and
tools.
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1 INTRODUCTION
Designing effective cinematic compositions is a daunting task in
filmmaking since it requires extensive cinematographic knowledge,
experience and creativity. Recently, machinima filmmaking within
virtual environments has become increasingly popular due to its
unique advantage of enabling more efficient exploration and evalu-
ation of design alternatives. Unfortunately, cinematic composition
design in the machinima environments remains very challenging,
as one needs to go through many trials to find an ideal composition
for a moment at frame level and ensure the compositions of differ-
ent moments are connected coherently at the entire scene level [9].
Although many cinematographic rules and referential examples
are available, machinima filmmakers still find it difficult to draw
inspiration from them in practice. There are a few studies targeted
at automating cinematography in virtual environments. However,
none of them can serve as effective and ready-to-use solutions to
support creativity in the cinematic composition design process.

In this work, we propose Cinemassist, an intelligent creativity
support tool that uses machine learning to aid in the design of
cinematic compositions in a machinima environment. The tool al-
lows users to design camera poses in a 3D animation by providing
conditioning semantics such as movie genre and intended emo-
tion state. Consequently, these design tasks are carried out in an
interactive workflow (shown in Figure 1) that alternates between
human decision and computer suggestion throughout the design
process, so that the user can get inspired by diverse suggested op-
tions while enjoying considerable amounts of freedom to customize
the design. Particularly, we formed our design requirements for Cin-
emassist according to our literature survey and the feedback from a
field interview with three professional digital filmmakers who use
machinima tools in their work. In view of these requirements, Cin-
emassist was designed and implemented using a deep generative
neural network model that is capable of auto-regressively synthe-
sizing a rich variety of plausible camera behaviours for storytelling,
conditioned on the input animation and semantics. To enable our
model, we construct a dataset of film clips from movies of differ-
ent genres, with estimated 3D character pose and relative camera
annotations. When trained on the dataset, our model essentially
acquires the prior knowledge that is necessary to augment users in
Cinemassist, without relying on extensive hard-coded rules.

To evaluate the feasibility of our system, we conducted a prelim-
inary user study with both experts and novice machinima filmmak-
ers. The results suggest that Cinemassist can recommend inspiring
cinematic composition design alternatives, and improve designers’
exploration and self-evaluation in their creative process. Further-
more, based on the study results, we discussed and drew several
design implications for future iterations and improvement of the
system.

2 BACKGROUND AND RELATEDWORK
2.1 Filmmaking in Machinima Environment
In traditional filmmaking, a pivotal stage in the production process
is the shot design phase [5]. During this stage, the cinematic compo-
sition of every ongoing "beat" [29] of a story scene is meticulously
planned using "storyboards" as references for the final imagery
implementation [16]. Creative cinematic composition translates a

scene from a unique viewing perspective besides the intended emo-
tion expression (referred to as "focalization" in narratology) [1, 8].
To acquire this skill, novice designers often turn to the principles of
"cinematography", which encapsulate the fundamental "grammar
of the shot" [8]. Conversely, experienced designers tend to expand
their design repertoire by studying "film analysis" and drawing
inspiration from master exemplars[6, 28, 33].

Machinima is defined as "animated filmmakingwithin a real-time
virtual 3D environment" [27]. Popular machinima environments
include commercial digital game engines like Unity and Unreal,
as well as 3D filmmaking platforms such as 3ds Max and MAYA.
In contrast to traditional filmmaking, which often relies on fixed
storyboards, the "real-time" advantage of machinima allows for a
more flexible and cost-effective exploration of creative cinematic
composition [26]. Given this strength, the film and animation in-
dustry has increasingly employed advanced machinima techniques
for script rehearsal and the exploration of innovative cinematic
composition design ideas before committing to storyboarding [24].
A standout example is the production of the animation film "EVAN-
GELION:3.0+1.0 Thrice Upon a Time" [3], which used the machinima
tool "Previs" to delve into "unexpected" cinematic effects through
the use of 3D character avatars [23]. Nevertheless, despite the advan-
tages offered by machinima, crafting coherent storytelling through
composition sequences within themachinima environment remains
a challenge [23], which requires machinima filmmakers to explore
and evaluate an overwhelming amount of design options. In this
work, we focus on designing a system to facilitate this process.

2.2 Creativity Support Tool
HCI-oriented creativity research has been referred to as the third
wave of modern creativity studies [15]. This wave saw the emer-
gence of the concept of Creativity Support Tools (CSTs) [14] when
Fischer [13] and Shneiderman [32] proposed that computer tools
could advance human creativity. However, only a limited number
of CST studies within this wave have delved into the specialized
context of digital filmmaking.

In the context of machinima filmmaking, Davis et al. [9] featured
the according creative process with a "Distributed Exploratory Vi-
sualization" model. This model depicts an iterative exploration,
evaluation and refinement loop of vague mental design images
across object, scene, and narrative layers. Importantly, this model
suggests that the design of CSTs should concentrate on facilitat-
ing "immediate feedback" and helping boost this creative loop by
"lowering the cost of exploration and increasing the fluidity of eval-
uation" across different layers. In light of these findings, Nicolas et
al. [10] proposed a CST system that employs a rule-based approach
to assess the "correctness" of each individual shot design outcome.
However, this system has only focused on facilitating the evaluation
of shot design for novices who lack fundamental cinematography
knowledge. The demand from more experienced machinima film-
makers, especially those looking for immediate feedback on the
creative exploration and evaluation of shots and shot sequences, has
been somewhat overlooked previously. In this paper, we attempt to
address this demand with our proposed system that suggests and
visualizes high-quality, diverse shot designs for a given story scene
in real time.
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2.3 Intelligent Cinematography
The automation of cinematography tasks in both physical and
virtual settings has been the focus of numerous autonomous or
interactive cinematography tools. For physical scenes, numerous
studies have proposed methods for suggesting coherent cinematic
composition sequences based on provided video clips[4, 31, 34].
Additionally, many other studies [7, 17, 19, 22] utilized drones to
capture physical scenes and provide real-time recommendations.
However, these works are specially designed for physical scenes,
rendering them not amenable to supporting machinima cinematog-
raphy in real time within virtual environments, which is the focus
of this paper.

For virtual scenes, many studies [11, 18, 20, 25] have been built
upon classical cinematography rules to enable autonomous cine-
matography in the machinima environment. However, formalizing
all possible rules into computational models can be challenging
and there are also great variations on how the guidelines can be ap-
plied in practice. Consequently, such rule-based methods are prone
to generating results with limited variety. Recent works started to
investigate data-driven approaches, training machine learning mod-
els from data to predict cinematic compositions directly [11, 21].
Unfortunately, all of these methods do not allow users to specify
their preferences and inject their thoughts into the results. Evin et
al. [12] introduced Cine-AI, an interactive tool for cinematography
that generates machinima shot sequences resembling those created
by human directors. However, the tool’s generation process relies
solely on predefined rules and is agnostic to the input scene content,
resulting in low-quality sequences that are often irrelevant and lack
coherence.

To the best of our knowledge, how intelligent cinematography
techniques can be adopted within the design of interactive systems
to substantially support machinima filmmaking has not yet been
investigated or assessed. In this work, we aim to formulate the
design requirements of this system and adopt a machine learning-
based technique to fulfil these requirements.

3 FIELD INTERVIEW AND DESIGN
REQUIREMENTS FORMULATION

To better understand machinima filmmakers’ design process and
design thinking, we conducted field interviews with three profes-
sionals in their natural work setting, with access to their currently
used software tools. The three interviewees — P1 (female, junior
game designer), P2 (female, junior game designer), and P3 (male,
lead game artist) — come from a world-leading digital game com-
pany. P1 and P2 have 3~5 years of professional narrative design
experience using machinima tools for MMO game cutscene proto-
typing. P3 has more than 10 years of professional experience using
machinima tool for not only cutscenes but also 3D film produc-
tion. Each interview lasted for approximately 60 minutes and was
conducted face-to-face. Our interview questions were structured
around three topics with no specific limitations on the answers:
current machinima filmmaking workflow, current cinematic com-
position design process, and difficulties encountered in the design
process.

Based on the feedback we collected in this interview, we summa-
rize our design requirements for building our CST as follows. First,

the tool should significantly enhance the exploration of creative
cinematic composition designs within the typical machinima film-
making workflow (R1). Secondly, it should provide real-time rec-
ommendations for cinematic composition design, at both keyframe
and scene levels [9] (R2). Thirdly, it should recommend a diverse
range of plausible design alternatives that serve as inspirational
examples, expanding upon conventional design paradigms rooted
in cinematography rules (R3). Fourthly, the tool should recommend
coherent cinematic compositions that seamlessly align with the
specific scene context, minimizing the need for manual refinement.
(R4). Finally, the cinematic composition designs recommended by
the tool can be displayed in real-time to facilitate users’ quick eval-
uation (R5).

4 SYSTEM DESIGN
Based on the design requirements distilled from the field inter-
view, we have developed Cinemassist, a creativity support tool
designed to enhance the exploration of creative cinematic composi-
tion designs within machinima environments. At the crux of our
system is a Transformer-based generative model, which is capable
of synthesizing plausible and diverse camera pose sequences in an
autoregressive manner, conditioned on a sequence of keyframes
and input semantics (including genre and intended emotion state).
To train our model, we construct a dataset of 961 samples from 19
movies that are highly rated by IMDb and belong to three different
genre categories: romance, action and thriller. We then estimate
the intended emotion type of each sample from its accompany-
ing dialogue subtitles using a text-to-emotion detection algorithm
[2]. Powered by this model, Cinemassist implements an interactive
paradigm that alternates between human decision and intelligent
suggestion throughout the design process of cinematic composi-
tions. In this section, we provide an overview of Cinemassist.

The Cinemassist interface is shown in Figure 2, comprising three
components: (a) a control panel for configuring the input 3D ani-
mation and high-level semantics; (b) a design panel for designing
cinematic compositions at frame level; (c) a storyboard panel for
visualizing recommended composition sequences at scene level.
Furthermore, the interface provides a scene view to display the 3D
animation in real time, along with suggested camera poses in 3D
space, a cinema view to preview the composition from a particular
camera pose, as well as an animation timeline to facilitate keyframe
selection. In the remainder of this section, we elaborate on each of
the three components.

Input configuration. A user can load a 3D animation into the
system. The animation will be displayed in the scene view, under
which the timeline is presented. Then, on the control panel (Figure
2(a)), the user can select two scene objects as the characters of inter-
est (Cinemassist assumes a scene includes at least two characters),
and a camera object in the scene as the default control camera (R1).
Additionally, the user can choose one of the movie genre categories
(including "action", "romance" and "thriller") that the story of the
animation is expected to belong to, and one intended emotion state
that the user intends to express through cinematic compositions to
the audience. We consider five common intended emotion states
including "happy", "angry", "surprise", "sad" and "fear" according to
Plutchik’s wheel of emotions [30].
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Figure 2: Cinemassist interface.

Frame-level design exploration. To start the design of cine-
matic compositions for the given animation, the user can drag the
red arrow along the timeline to preview the entire animation, and
then move the arrow to a time point that corresponds to the first
keyframe. To design the cinematic composition for the current
keyframe, the user clicks the "+Frame" button on the frame-level
suggestion panel (Figure 2(b)) to insert a new keyframe. Then, our
system generates a set of camera poses for it, which are presented
to the user as suggestions (R2, R3). The suggested camera poses
will be visualized as light bulbs in the scene view to allow for in-situ
exploration in 3D space. Whenever the user clicks an option in the
scene view, its corresponding 2D composition will be displayed
in the cinema view for the user to evaluate in real time (R5). Al-
ternatively, the user can also quickly explore and evaluate all the
suggestions by clicking the "review" button. This will display the
2D compositions of all the suggested camera poses in a row, ranked
by their quality scores predicted by our model (R3, R5). Once a
desirable option is found, the user can confirm it by clicking the
"apply" button, which will add the chosen option to the ongoing
sequence of compositions. Then, the user moves on to identify the
next keyframe, on which the aforementioned system suggestion
and user decision procedures are repeated. For each keyframe, our
system can additionally suggest if it is a shot boundary after which
a new shot should be started, to facilitate better camera planning
in practice. In this way, the user and our system work together
to iteratively develop a camera trajectory through the 3D scene,
presenting a way to portray the story. Notably, at the end of each
iteration, the user-chosen option is fed into our model so that our
model makes per-iteration predictions based on both the current

keyframe content and the previously designed compositions, re-
sulting in relevant and coherent composition suggestions. At last,
the user can export the resulting composition sequence and review
the animation rendered under it in the cinema view by clicking the
"play" button, to get a quick sense of its overall quality (R5).

Scene-level design exploration. In addition to the frame-level
design exploration above, our system also provides a functionality
to allow the user to explore across sequences of cinematic composi-
tions at scene level. To do this, on the storyboard panel, the user first
chooses a range on the timeline by specifying the start and end time
points, and setting a time interval. Then, after the "recommend"
button is clicked, our system automatically samples a sequence of
uniformly spaced keyframes using the interval over the specified
time range and suggests multiple storyboards (Figure 2 (c)) (R2, R3,
R4). Each storyboard is a sequence of cinematic compositions, one
for each keyframe. Note that the chosen range can vary to cover
the entire animation or only a small part of it. The user can select a
satisfying sequence to export into the design panel and continue
iterating on it via the frame-level design exploration. Further, the
user can also export a cinematic composition sequence in progress
from the design panel into the storyboard panel, and our system can
automatically extend the partial sequence into multiple complete
sequences by generating the remaining compositions (R1).

5 PRELIMINARY USER STUDY
We conducted a small-scale preliminary user study to evaluate our
current prototype of Cinemassist. The main goal of this evaluation
was to assess the feasibility of Cinemassist and confirm our key
design decisions by gathering some preliminary feedback from end
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users. This study invited 4 participants divided into two groups:
professional machinima filmmakers, and trained media practition-
ers with filmmaking or video editing experience. We regard the first
group as the expert machinima filmmakers group and the second as
the novice group. In the following, we detail the procedure of our
study and then report the results. Based on the results, we discuss
the design implications we drew in our study.

Participants. For the expert group, we invited back two pro-
fessional machinima filmmakers (P1 and P2) who participated in
our field interviews (section 3). Their previous feedback helped us
determine our current design decisions and computational method-
ology for building up Cinemassist. For the novice group, we invited
two media school PhD students, P4 (male, aged between 30 and 40)
and P5 (female, aged between 20 and 30). According to a pre-study
questionnaire, they all had experience using machinima tools in
their studies and work.

Procedures. After a short tutorial to introduce Cinemassist’s
interface and key functionalities within Unity Timeline, the partic-
ipants were asked to complete a cinematic composition design
task for a representative 3D animation on Unity Timeline and
output their design outcomes, using a virtual scene in Unity con-
structed with open-source assets. The 3D animation consisted of
three phases following the standard "Hero’s Journey" story pattern
[12], which is widely adopted in digital game design and filmmaking.
Given the formative nature of the evaluation, no specific constraints
were placed on the use of Cinemassist or completion time. Partic-
ipants were encouraged to use a think-aloud method to provide
insights into the usefulness of Cinemassist. With participants’ con-
sent, their whole design process was recorded for further analysis.
After each participant finished the design task, we conducted a de-
brief interview to gather the participant’s feedback on Cinemassist.
The interview was semi-structured and lasted for approximately 30
minutes. Notably, The interview questions were structured based
on our observations of the participants’ design process and the
following four key issues: the influence of the use of Cinemassist
on the design process of cinematic composition; major flaws in the
current design of Cinemassist and the according suggestions for
refinement.

Feedback. Regarding the first key issue, all participants con-
firmed that the functionalities of Cinemassist facilitated their design
process differently. Notably, regarding the frame-level design ex-
ploration function, P2 commented: "The inspirational bulbs popped
out in the scene view at each keyframe enabled me to start my design
exploration directly from multiple feasible setting-ups". Regarding
the scene-level design exploration function, all participants felt that
the composition sequences generated by our generative model were
almost feasible and some of them even looked novel. P1 commented:
"I never know the whole story can be told in this way. I already tend to
settle on a recommended sequence or only do some minor adjustments
for one or several keyframes within the sequence.". P4 complimented:
"Previously, adjusting camera placement to track dynamic objects
involved cumbersome mouse and keyboard controls. The generated
sequences now handle this seamlessly.". However, P4 also pointed out:
"I prefer to implement the cinematic work myself. I only refer to the
recommended sequences for overview purpose.". The above feedback
coincides with our observations of the two participants’ design

process. Particularly, Figure 3 compares the design processes of
P1 and P4. As is shown, P1 frequently used our scene-level design
exploration function and applied the recommended composition
sequences (highlighted by green outlines) to her design at different
time ranges along the animation’s timeline. In contrast, P4 more
often used the frame-level design exploration function to achieve
his intended composition design for several keyframes on the time-
line (highlighted by the blue outline). On the second issue, both P1
and P4 expressed concerns about the effectiveness and efficiency of
the genre and intended emotion type settings on the customization
panel. P1 pointed out, "I am uncertain about which semantic types
can produce specific effects. I tend to adopt a design if it appeals to me
visually, regardless of its semantic classification." P4 added, "I don’t see
a strong correlation between the specified semantic types and the style
of the recommended results. In practice, the same composition may
indeed serve multiple semantic types." Moreover, there were shared
concerns about the "storyboards panel", where all participants noted
that it presented an overwhelming amount of information to review
simultaneously. This issue became especially pronounced when
recommended sequences grew longer, making it challenging for
participants to efficiently assess the recommendations and locate
specific keyframes. Regarding this concern, P4 contributed an en-
hancement idea: "Could the next version of Cinemassist simplify the
reviewing of recommended composition sequences by just animating
them in multiple cinema views?"

6 DISCUSSION AND FUTUREWORK
In this work, we interviewed three professionals and established
five key design requirements for a software tool to support creative
machinima filmmaking. To fulfil these design requirements, our
system employs a deep generative network model trained on a
diverse film clip dataset, capable of autonomously generating a
wide range of cinematic compositions at both frame and scene
levels. This model surpasses the limitations of existing data-driven
approaches [11, 21] that restrict camera poses or rely on reference
clips. In addition, unlike the rule-based systems [11, 18, 20, 25],
our model, informed by various content, genres, directors, and
eras, expands upon canonical cinematography principles, enabling
the generation of camera poses from scratch. Participants in our
preliminary user study noted that Cinemassist can recommend
coherent and contextually appropriate sequences with minimal
manual adjustments. In contrast, systems like CineAI [12] struggle
with diversity, relevance and continuity, often requiring further
manual intervention to achieve desirable results, which constrains
the creative process and increases the cost and effort in evaluating
potential designs at the frame and scene levels.

In our preliminary user study, we also discerned two distinct
types of user needs related to the functionality of our system. The
first type prefers to maintain control over the design process, pre-
serving the human designer’s initiative throughout the design pro-
cess. Conversely, the second type leans towards delegating a sig-
nificant portion of the design tasks to our system. As such, we
emphasize the importance of considering "levels of control" in our
next design iterations. The study also revealed that participants
tend to assess the recommended designs primarily based on their
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Figure 3: The cinematic composition sequences designed by two participants in our study: P1 (top) and P4 (bottom). Each
composition is created manually (red), with Cinemassist’s frame-level exploration (green) or with Cinemassist’s scene-level
exploration (blue).

own professional judgements, rather than considering the recom-
mendations’ "genre" and "intended emotion" classifications. This
phenomenon could infer several intriguing research questions to
be addressed in our future and other relevant CST studies of digital
filmmaking. Firstly, could the classifications of "genre type" and
"intended emotion type" be sufficient to fully encapsulate the user’s
desired animation semantics? Secondly, how to evaluate whether
the specified semantic prompts can lead to the recommendations
of the users’ intended cinematic styles? Thirdly, will fixed semantic
prompts confine the design space of the CST when providing inspi-
rational recommendations whose appropriateness and novelty are
still influenced by other factors in the virtual scene? In a broader
sense of future CST designs, how to select appropriate semantic
prompts or weigh their influence on the divergence of the inspi-
rational recommendations besides facilitating the users to achieve
their intended convergent result?

Notably, we only evaluated Cinemssist by a small-scale formative
user study. Although the preliminary feedback we received from the
4 participants in the study was quite positive, the usefulness of Cine-
massist in facilitating the creative process of cinematic composition
design is still subject to more rigorous and larger-scale summative

user studies. Additionally, our current system is designed for a spe-
cific machinima filmmaking context. Future iterations will expand
the system’s capabilities to support a wider range of 3D filmmaking
workflows where scene animation is created concurrently with, or
after, the development of storyboards.
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